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Background



Zenoh: The RMW Alternate

Intrinsic is already 

implementing Zenoh RMW 

as the major contribution 

for next ROS2 release

The full report is available here

Zenoh has been selected as the first non-DDS protocol to 

be natively supported in ROS2

https://discourse.ros.org/uploads/short-url/o9ihvSjCwB8LkzRklpKdeesRTDi.pdf


Best Fit

Zenoh stands-out as the 

protocol that satisfies 

essentially all requirements 

identified by the survey



Zenoh



Dragons teach us  that if we want to climb high we have to do it against the wind.

Pub/Sub/Query protocol that Unifies data 

in motion, data at rest and computations 

from embedded microcontrollers up the 

data centre

Provides location-transparent 

abstractions for high performance pub/ 

sub and distributed queries across  

heterogeneous systems

Built-in support for zero-copy 

and shared memory 



Runs Everywhere

Written in Rust for security, safety and performance

Native libraries and API bindings for many programming languages, e.g., 

Rust, C/C++, Python, JS, REST, C# and Kotlin

Built-in support Shared Memory and Zero Copy

Supports network technologies from transport layer down-to the data 

link. Currently runs on, TCP/IP, UDP/IP, QUIC, Serial, Bluetooth, 

OpenThreadX, Unix Sockets.

Available on  embedded and extremely constrained devices and 

networks — 5 bytes minimal overhead

Data Link

Network

Transport

Physical

…



Any Topology
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Clique and mesh topologies

Mesh

Peer

Peer

Peer

Peer

Peer
Clique

Peer

Peer

Peer

Peer



Any Topology

Peer-to-peer

Clique and mesh topologies

Brokered Routed

Client

Client

Brokered

Clients communicate through 

a router or a peer

Mesh

Peer

Peer

Peer

Peer

Peer

Router

Client Client Client Client

RouterRouter

Client

Clique

Peer

Peer

Peer

Peer

Client



Any Topology
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Topology in Perspective



Router
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Zenoh vs DDS,  
MQTT & Kafka

Zenoh can deliver at peak performance of 

~70Gbps at 8Kb payload:

- 3.3x higher than DDS

- 23x higher than Kafka 

- 35x  than MQTT (higher for larger payload)

Zenoh’s latency 10us, 6us with ultra-low latency 

support

- 25us for MQTT 

- 75us for Kafka

- 8us DDS



rmw_zenoh
An RMW implementation based on Zenoh



ROS 2 — Modular Architecture



Zenoh Router
Local Communication

• The router listen on tcp/0.0.0.0:7447

• Each Node connect  to the router on tcp/ 

127.0.0.1:7447

• The router acts  as a broker for endpoints 

discovery

• Nodes establish peer-to-peer connections 

via 127.0.0.1

• Select the transport for local communication 

independently than that for R2X

• Leverage SHM Optimisation (coming up)



Zenoh Router

External Communications 

(R2X):

• May use different transport for 

R2X, i.e. TCP, TLS, QUIC, etc.

• Transparent Batching and 

compression

• Access  Control and 

Downsampling

• Smaller surface of attack



Other configurable topologies
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Router for discovery,
but peer-to-peer communications



If router crashes, peer-to-peer communications remain



Discovery is robust



10 Nodes, 1000 Topics discovered in less than 1s over WiFi



Transport reliably over many network hops
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Downsample when needed





Known limitations

▪ rclcpp::shutdown() must explicitly be called 

before program termination.

▪ Router must be manually started (for now).

▪ Liveliness and deadline QoS events not supported.



Patience, persistence and perspiration 
make an unbeatable combination for 
success.

Thank You
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